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________________________________________________________________________________________________ 
Abstract: As the quantity of devices connected to the internet rises, safeguarding against intrusions 
becomes increasingly imperative. However, due to the regular emergence and evolution of malicious 
threats, networks require a sophisticated security solution. This study proposes the utilization of a deep 
learning model, employing DenseNet, to construct an enhanced intrusion detection system that exhibits 
both effectiveness and intelligence. In order to enhance the effectiveness and predictability of the 
intrusion detection system, the convolutional neural network conducts convolutions to gather local 
features and extract them within the proposed model. Experiments utilizing publicly available datasets, 
namely CSE-CIC IDS2017 and CSE-CIC IDS2018, are carried out to evaluate the efficacy of the proposed 
system. The research findings indicate that the proposed system surpasses existing intrusion detection 
approaches, achieving an average accuracy of 96.9% and 99.7% respectively in identifying malicious 
attacks. Ultimately, the accuracy and detection rate affirm the detection effectiveness of the DenseNet 
model, which has been observed to yield favorable outcomes in intrusion detection. Further investigation 
is warranted for this model to explore additional parameters, thereby enhancing its performance and 
fortifying its defenses against attacks. 
Keywords: Intrusion, Deep Learning, Convolutional Network, DenseNet, Anomaly Detection 
________________________________________________________________________________________________ 

INTRODUCTION  
Recently, the use of Internet is growing rapidly. By January 2020, approximately 4.54 billion individuals 
had started utilizing the internet (Clement, 2020). An enduring challenge in the realm of intrusion 
detection, noted since the inception of IDS technology, is the False Positive Rate as highlighted (Lang & 
Lui 2020). This issue has been a focal point for researchers, as it places considerable strain on security 
analysts owing to the prevalence of false alarms. This strain can inadvertently result in the oversight of 
critical cyber threats. To address this challenge, ongoing enhancements to IDS systems are imperative, 
particularly as network landscapes evolve continuously. Consequently, as networks undergo 
transformations, novel forms of intrusions inevitably emerge, necessitating continuous refinement of IDS 
capabilities. 
For each kind of invasive behavior, two types of intrusion detection exist: both intrusion detection systems 
derived from the host and the network (Mishra et al., 2018). A system for intrusion detection employing 
the use of network activity to identify threats is referred to as a "Network Intrusion Detecting System." 
Mirroring network equipment like network switches, routers, and monitoring devices collects and 
analyzes network behaviors in order to detects attacks and potential threats disguised in network traffic. 
In order to identify threats, an Intrusion Detection System known as Host-based Intrusion Detection 
System observes system activity through a number of log files running on the local host computer. Log 
files are gathered using sensors situated locally while Network Intrusion Detection Systems (NIDS) 
analyze the content of each packet in network traffic streams, Host-Based Intrusion Detection Systems 
(HIDS) rely on information stored in log files. These logs encompass Sensor recordings, system 
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documentation, software traces, file directories, disk provisions, user credentials and various other 
system logs Numerous businesses combine Network Intrusion Detection System and Host-based 
Intrusion Detecting System. Stateful protocol analysis, abuse identification, and identification of 
anomalies are used to evaluate network traffic flows. Utilizing predetermined signatures and filters, 
misuse detection identifies assaults. The signature database can only be kept up to date with input from 
humans. When it comes to identifying unknown attacks, this tactic is completely useless. It works well 
for identifying known assaults. Heuristic algorithms are used in anomaly detection to identify unknown 
hostile actions. Anomaly detection has a high rate of false positives in the majority of situations (Mishra 
et al. 2018). To solve this problem, the bulk of commercial systems utilize a mix of misuse and anomaly 
detection. This identifies deviations from acceptable protocols and applications by utilizing the 
established vendor standard parameters.  

REVIEW OF RELATED LITERATURE 
Yadav et al. (2023) proposed a hybrid intrusion detection warning system that analyze activity at the 
network and host levels. To adapt to and dissect curiously enormous volumes of information 
progressively, the framework utilized a dispersed profound learning model utilizing DNNs.  
Plaka, (2021) performed thorough literature analyses on various Intrusion Detection Systems, anomaly 
detection methods, and machine learning algorithms suitable for detection and classification purposes. 
Larsen, (2022) proposed utilizing machine learning for intrusion detection in industrial control by going 
through the fundamentals of ICS, such as devices communicating and their protocols. Analysis of IDS 
aims to gain insights into the potential implementation of AI. 
Yasmeen et al. (2022) introduced a Network Intrusion Detection System employing machine learning 
techniques, subjected to comprehensive evaluation on performance. Multiple machine learning 
algorithms were assessed using the NSLKDD dataset. 
Jasim and Farhan, (2022) Performed analysis of intrusion detection where a network intrusion detection 
system leveraging deep learning technology is proposed. The Long Short-Term Memory (LSTM) 
methodology was utilized in constructing a neural network employed to real data from the CSE-CIC-
IDS2018 dataset for intrusion detection during data flow. 
Awajan, (2023) introduced is a novel Deep Learning (DL)-based intrusion detection system tailored for 
IoT devices. This smart system utilizes a Fully Connected (FC) network architecture comprising four 
layers, designed to detect potentially harmful traffic that could initiate attacks on interconnected IoT 
devices. 
Emad et al. (2023) introduced a system aimed at swiftly and accurately identifying threats. Employing a 
convolutional recurrent neural network, the study constructs a hybrid intrusion detection system based 
on deep learning principles, targeting network attacks using the CICIDS2018 dataset. 
In view of the above, the approaches which can Successfully counter new and adversarial attacks but lack 
scalability to handle complex datasets and also generated data may lack meaningful features or labels, 
making it challenging to interpret and analyze by security analysts.  
Hence, enhancing the model's performance on minority classes without compromising its ability to detect 
major classes is a crucial concern that requires attention. Additionally, there is a need for more up-to-
date datasets encompassing diverse types of attacks to be utilized in testing and training the DenseNet 
Model for intrusion detection. 

METHODOLOGY      
DATA COLLECTION  
The process of gathering data entails choosing high-quality data suitable for analysis. In this instance, 
we utilized the CICID2017 and CICID2018 intrusion datasets sourced from www.kaggle.com. 
DATA PREPROCESSING 
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The aim of preprocessing entails transforming raw data in a manner that is appropriate for deep learning. 
Having organized and sanitize data enables a data analyst to obtain accurate results from a deployed 
deep learning framework. This method includes activities like data formatting, refining, and sampling. 
Model Building for DenseNet Based IDS 
The model was built with an initial convolutional layer, max‐pooling layer, four dense convolution (Dense 
Conv) blocks, and four transition layers (1x 1) Conv and 2 x 2 average pooling). Dense Convolutional 
blocks comprise a set of 1 x 1 and 3 x 3 Convolutional segments. After each alternative transition layer, 
these convolutions (1 x 1) and (3 x3) are repeated 6, 12, 48, and 32 times within each Dense Convolutional 
block. Resulting feature maps produced after traversing the layers act as the input for Global Average 
Pooling (GAP) module. Following the GAP block, there is a fully connected (FC) layer. The FC layer 
classifies the malware samples into their corresponding classes (Jeyaprakash et al., 2021) 

 
Figure 1: Flow of the DenseNet Model (Jeyaprakash et al., 2021) 

The consecutive operations in the transition layer include Batch Normalization (BN), Rectified Linear 
Units (ReLU), and 3 × 3 convolution (Conv). Concatenation becomes impractical when the sizes of feature 
maps are altered. Hence, down sampling is applied to layers with different sizes of feature maps. 
Transition layers consist of 1 x 1 Conv and 2 x 2 mean pooling operations occur between successive Dense 
segments. Following the last Dense block, the classification layer is formed by connecting global average 
pooling with the softmax classifier. Utilizing all feature maps in the neural network, accurate predictions 
are made. The output layer, comprising 𝐾 neurons, corresponds to the 𝐾 IDS families, ensuring correct 
matches.  
The convolution operation is responsible for learning data features while preserving connections within 
the feature map. Mathematically, a convolution function applies to both data and filterEach convolution 
layer is associated with the sequence of Batch Normalization, Rectified Linear Unit (ReLU), and 
Convolution. Following convolution operation on data, the Rectified Linear Unit function is utilized on 
the resulting feature maps. This function brings in nonlinearity into pooling in Convolutional Neural 
Networks is utilized to decrease the dimensionality of output feature maps, accomplished through either 
maximum pooling or average pooling. In maximum pooling, the highest value within defined pooling area 
is selected from enhanced feature map. Conversely, Average pooling partitions the input into pooling 
regions and calculates the mean values within each region. Global Average Pooling (GAP) calculates the 
average of each feature map, producing a vector that is subsequently fed into the softmax layer. 
Considering that convolution is a linear operation and data often exhibit non-linear characteristics, non-
linearity layers are typically positioned immediately following the convolutional layer, non-linearity is 
incorporated into the activation map via activation functions. These layers facilitate the learning and 
approximation of any continuous and complex relationships among the network's variables. Put simply, 
they determine the information inside the model should be activated in the forward pass and those that 
should not, as dictated by the network reaches its conclusion.  
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There are several commonly used activation functions such as the ReLU, Softmax, Tanh and the Sigmoid 
functions (Salih et al., 2021) the sigmoid non-linearity is expressed mathematically as σ(κ) = 1/(1+e¯κ). 
The input to this function of activation consists of actual numbers, whereas the output is constrained 
within the range of zero to one in the case of the Tanh function. Similarly, resembling the sigmoid 
function, Tanh accepts real numbers as input but confines its output between -1 and 1., The softmax 
function, an alternative activation function employed in neural networks, computes a probability 
distribution based on a set of real numbers. This function produces an output ranging between 0 and 1, 
ensuring that the probabilities sum up to 1. ReLU is the most frequently utilized function in the context 
of CNNs. It transforms all input values into positive numbers. Lower computational load is the main 
benefit of ReLU over the others The ReLU function is given by ReLU(x) = max (0, x) (Salih et al., 2021). 
Hence, we employed Rectified linear units and SoftMax activation function for easy optimization and for 
computational simplicity of our model. 
Typically, connecting all features directly to the entirely connected layer can lead to overfitting on the 
training dataset. Overfitting happens when a model performs exceptionally well on training data but 
adversely affects its performance on new data. To overcome this problem, a dropout layer is utilized 
wherein a few neurons are dropped from the neural network during training process resulting in reduced 
size of the model (Salih et al., 2021). 
Hence, we employed dropout after the dense layers with a value 0.5 to reduced overfitting. 

DENSENET-169 ARCHITECTURE  
According (Aishwarya & Padmanabha, 2023) Densenet-169, a member of the collection of DenseNet 
models, comprises 169 layers which is widely favored for deep learning classification tasks owing to the 
layered design. In contrast to alternate DenseNet structures with lesser layers, it boasts a notably 
reduced count of parameters that can be trained. 

 
Figure 2: DenseNet-169 Architecture (Aishwarya & Padmanabha, 2023) 

We can classify Densenet-169 and the other Densenet frameworks as a family of very reliable deep 
learning architectures due to their ability to avoid the issue of vanishing gradients have an efficient 
feature propagation tactics, reduce the number of trainable parameters, and promote the reuse of 
features. Figure 2 depicts a hierarchical structure of Densenet-169, employed in the specific study 
investigation. It encompasses dense layers, convolutional layers, maxpool layers, and transition layers. 
Throughout the model's design, the Rectified Linear Unit activation function is consistently applied, with 
the SoftMax activation exclusively utilized in the last layer, where convolutional layers capture features 
from image, while maxpool layers decrease dimensionality of the inputs. The flatten layer precedes the 
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densely connected layers, that operate as an artificial neural network that receive input from singular 
array produced by flatten layer. 
Implementing Densenet-169 for an intrusion detection system involves adapting the network for a 
specific task of detecting intrusions in network traffic or system logs. Here is a step-by-step breakdown 
of how Densenet-169 can be utilized for an intrusion detection system. 
Step 1: Gather the labeled network traffic or system log data for training and testing the intrusion 
detection system. This data should include both normal and anomalous behaviours to train the model to 
distinguish between the two. 
Step 2: Preprocessing the collected data, which may involve task such as normalization and encoding 
categorical variables. 
Step 3: This involves modifying the input and output layers to align with the dimension of the given 
input data and the number of each class representing normal and anomalous behaviours. 
Step 4: Utilize transfer learning by initializing Densenet-169 with weight pre-trained on a large dataset 
and fine-tune the network parameter using the intrusion detection dataset to adapt it to the specific task. 
Step 5: Convert the network final feature maps into a suitable format for intrusion detection. i.e., passing 
them through fully connected layers. 
Step 6: Adjust the output layer to produce binary or multiclass prediction based on the specific 
requirements of the intrusion detection task. 
Step 7: Adam Optimization is the selected optimizer use to train the adapted Densenet-169 for intrusion 
detection. 
Step 8: Training the adapted model on the preprocessed and labeled dataset using Adam optimizer and 
regularization to prevent over-fitting. 
Step 9: Evaluate the trained model using metrics suitable for intrusion detection for example accuracy, 
precision, recall and F1-score. 
Step 10: Use Receiver Operating Characteristics (ROC) to show relationship between the parameters of 
the model.  
Step 11: Deploy the train Densenet-169 based intrusion detection system to monitor and detect intrusion 
in network traffic. 
By following these steps, the Densenet-169 architecture can be effectively adapted and utilized for 
intrusion detection task. 

CONVOLUTIONAL LAYER  
In simple terms, a convolutional layer applies filter to an input, producing an activation. Iterated 
application of filter to input generates a representation map which represents the strength of identified 
attributes across various locations in the input. After creating feature map, generated by multiple filters 
can be subjected to activation functions like ReLU. The filter size within convolutional layer is usually 
less than input data, and operation between these elements typically entails dot product. Considering 
square neuron component of size P × P succeeded by convolutional layer with filter of dimensions m × m, 
the resulting output from the convolutional layer would be (P − m + 1) × (P − m + 1) (Adarsh et al., 2022). 
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The convolutional layer incorporates the evaluated non-linearity as depicted in Equation (2) 
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MAXPOOL LAYER  
The main goal of integrating a maxpool layer in CNNs is to decrease the dimensionality of the feature 
map. Comparable to a convolutional layer, the maxpool layer employs a filter across the feature map, 
condensing the attributes within the area encompassed by the pooling filter. Suppose the feature map 
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possess dimensions   representing its width, height and channels, respectively. The dimensions of the 
feature map after implementing maximum pooling (maxp) with a filter size of f and stride of s are 
described by Equation (3) Adarsh et al., (2022). 
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DENSE LAYER 
According to (Adarsh et al., 2022) a dense layer in a neural network is deeply connected with its preceding 
layer, i.e., each neuron of the dense layer has a connection with each neuron in its preceding layer. The 
neuron within the dense layer aggregates input from every neuron in the previous layer and conducts a 
matrix-vector multiplication. Standard equation used for matrix-vector multiplication is presented in 
Equation (4). 
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The matrix M in the above equation represents dimensions of x × y, while matrix p is of size 1 × y. The λ 
matrix variable represents trained parameters of previous layer, which are subject to updates through 
backpropagation during training. Backpropagation modifies the weights (ωly) and biases (Bly) associated 
with layer ly of the neural network using Equations (5) and (6) with respect to the learning rate α. 

lylyly dwww       (5) 

      
lylyly dBBB            (6) 

The calculation of dω and db relies on the chain rule, which traces from the ultimate layer back to the 
initial layer through the hidden layers. These dω and db represent the gradient of loss function with 
respect to ω and b, respectively. Equations (7)–(10) are employed for computing dω and db. 
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The equations provided above, the variable Zly represents the linear activation at layer ly, and g'(Zly) 
denotes the derivative of the non-linear function with respect to Zly. 
 Transition Layer: In CNNs, a transition layer is employed to simplify the model. A standard 

transition layer achieves this by employing a 1 × 1 convolutional layer to reduce the number of 
channels, while simultaneously halving altering the width and height of the input through the 
utilization of a filter with a stride of 2. 

 SoftMax Activation Function: Is a commonly employed non-linear activation method, particularly 
prevalent in deep learning architectures for classification tasks. Equation (11) outlines the general 
structure of a non-linear activation function, where the weight is denoted by the variable w, and the 
bias is represented by the variable b, applied to input vector x. 

)( bxwfy                   (11) 
The softmax function employed in the final layer of a convolutional neural network to compute the 
probabilities linked with every output class. Fundamentally, function of the softmax produces a value 
for each neuron in output layer. This value signifies the chance of the corresponding node serving as 
output. The function of the softmax, denoted as Θ, operates on the input υi, involving the exponential 
function of the input vector (evi) and the output vector (evo), both with m instances as specified in 
Equation (12). 
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Using softmax for activation function, the loss function employed in this study is the binary cross-
entropy loss function. Traditionally, binary cross-entropy is usually applied in binary classification 
scenarios. Equations (13) and (14) illustrate the binary cross-entropy loss function utilized in the 
network consisting of n layers. 

 
In this context, variable "a" signifies the output class 1, while "(1 − a)" represents the output class 0. 
The symbol "aˆ" signifies the probability of output class 1, and "(1 − aˆ)" denotes probability associated 
with class 0. 
 

TRAINING THE MODEL  
After the building the model, two-train data is feed to the desnseNet model. We train our model on 
the following hyperparameters: Batch Size refers to the quantity of samples provided to the network 
for training purposes. 
 

MODEL AND DATASETS VALIDATION 
Validation entails assessing the quality of your model. The Model Builder employs the trained model 
to predict outcomes with new test data, subsequently evaluating the accuracy of these predictions. 
The test data is held back to validate our model. The validation is done on the testing dataset that’s 
20% (unseen data), which was put aside when we had to split the original dataset. The testing dataset 
didn't take part in the training process at all. For each and every epoch, the loss value should be 
decreasing and accuracy increasing. 
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PERFORMANCE EVALUATION 
To evaluate the model’s performance, we considered accuracy, specificity, and sensitivity. These 
metrics rely on characteristics derived from confusion matrix, such as True Positives (TP), True 
Negatives (TN), False Positives (FP) and False Negatives (FN). TP represents the count of accurately 
classified attacks, while FN signifies attacks that are inaccurately categorized. FN denotes the 
quantity of normal data erroneously classified and TN denotes accurately normal data that has been 
classified. The following metrics will be used: Accuracy, Recall, Precision and F1-Score 

 
RESULTS AND DISCUSSIONS 
Model Evaluation for CSE-CIC-DS2017 and CSE-CIC-DS2018 Datasets 
Table 1 below shows a test accuracy of 97% for CSE-CIC-DS2017 Dataset, which ought to be 
acceptable. This implies that in 3% of instances, the classification would be incorrect. Likewise, for 
CSE-CIC-DS2018 Dataset which shows a higher test accuracy of 99%, 1% would not be correctly 
classified. 

 
 
Table 1: Model Evaluation for CSE-CIC-DS2017 and CSE-CIC-DS2018 Datasets 
Table 2:  below show that the model achieves an average of 96.9% for all metrics for CSE-CIC-DS2017 
Dataset and average of 99.7% for all metrics for CSE-CIC-DS2018 Dataset. Similarly, accuracy, 
precision, recall, and f1 score are higher for CSE-CIC-DS2018 compared to the CSE-CIC-DS2017 
datasets. This also means that our algorithm has classified an equal amount of dataset as false 
positive (FP), as it classified false negative (FN). 
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Table 2: Shows the Performance Metrics for the two datasets 

 
Figure 3: Accuracy and Loss graph with respect to epoch for CSE-CIC-DS2017 Dataset 

Figure 3 shows the accuracy results, demonstrating that the accuracy of the proposed model consistently 
improves over time. At the outset, the model's accuracy appears to be low, it steadily increases over each 
epoch. This is attributed to the capacity for learning of the model being proposed, rendering it reliable 
and proficient in distinguishing between malicious and normal traffic. 

CONFUSION MATRIX FOR CSE-CIC-IDS2017 

It is identified that the DenseNet model wrongly-predicted-data only 16748 datasets and accurately-
predicted-data 534625 out of 551373 for CSE-CIC-D 2017 
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Figure 4: Confusion matrix for CSE-CIC-DS2017 dataset 

 
Figure 5: Accuracy and Loss graph with respect to epoch for CSE-CIC-DS2018 Dataset 
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Figure 5: shows the accuracy results, demonstrating that the accuracy of the proposed model consistently 
improves over time. At the outset, the model's accuracy appears to be low, it steadily increases over each 
epoch. The outcomes for the loss graph of the proposed model demonstrate that the model's loss 
consistently diminishes over time. Initially, the loss graph of the model appears high, but gradually 
decreases with time. It is attributable to the model's learning capability which enhances its stability and 
proficiency in distinguishing between normal and malicious traffic. 

CONFUSION MATRIX FOR CSE-CIC-IDS2018 

 
Figure 15: Confusion matrix for CSE-CIC-DS2018 dataset. 

It is identified that the DenseNet model wrongly-predicted-data only 1295 dataset and accurately-
predicted-data 512714 out of 514009 for CSE-CIC-DS2018. 

DISCUSSION  
In this work, we develop an Improved Intrusion Detection System using Densely-Connected 
Convolutional Neural Network to classify intrusions in the CSE-CIC-IDS2017 and CSE-CIC-IDS2018 
datasets as normal or attack. In terms of overall performance on the model, CSE-CIC-IDS2018 
demonstrated superior performance, achieving the highest detection accuracy of 0.997 and precision of 
0.997. A high precision indicates a reliable model, contrasting with lower precision, which can lead to 
numerous false positives, as observed in the case of CSE-CIC-IDS2017 with an accuracy of 0.970 and 
precision of 0.969. 
Examining the findings from both datasets, the DenseNet method outperforms the fundamental method. 
Specifically, overall accuracy of DenseNet method on the CSE-CIC-IDS2018 dataset is 0.997, which is 
0.027 greater than that of the CSE-CIC-IDS2017 dataset. Hence, the Intrusion Detection System 
employing DenseNet exhibits superior performance with CSE-CIC-IDS2018 dataset compared to CSE-
CIC-IDS2017 dataset. 
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It's important to recognize that while high recall is significant, it doesn't always signify optimal 
performance. Instead, a greater F1-measure indicates the model has executed exceptionally well. This is 
due to the F1-measure is considered the balanced average of precision and recall, providing insight into 
the accuracy of the model. 
From the results shown in Table 2, CSE-CIC-IDS2018 had an F1-measure of 0.997 which renders it the 
best using the DenseNet framework.  

CONCLUSION AND FUTURE RESEARCH 
The proposed model primarily focus was using Densely-Connected-Convolutional Network (DenseNet) to 
train a network capable of defending against both recognized and unrecognized attacks. The models were 
trained and evaluated using two distinct datasets: CSE-CIC-DS2017 and CSE-CIC-DS2018. These 
datasets represent modern Intrusion Detection System datasets commonly utilized in IDS research. 
Training on diverse datasets enabled the model to achieve robustness, thereby enhancing its capability 
to counter novel attacks. 
The model achieved a 96.9% using the CSE-CIC-DS2017 dataset and 99.7% for the CSE-CIC-DS2018 
which are better than the other methods. The suggested detection system demonstrates high accuracy 
and efficiency, comparable to traditional machine learning-based solutions, while eliminating the need 
for manual feature engineering.  
Future research calls for expanding the model incorporates additional parameters that contribute to 
improved performance and detection. to mitigate and detect instructions and also designing a system that 
not only detect but also can prevent intrusions. Finally, incorporating the model into a functioning 
software system or web application is a viable consideration, which would also serve to validate the model 
in practice. 
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